Curs 1

In rezolvarea diverselor probleme sunt necesare sa fie stocate date. Cel mai simplu mod de a stoca date sunt sa fie stocate sub forma de variabile. In general lucrurile sunt mai complexe. Spre exemplu, daca avem 1000 de elemente de tip int, nu o sa definim variabilele

int v1, v2, … , v1000;

Vom folosi un vector:

int v[1000];

In acest caz am stiut de la inceput numarul de variabile necesare, sunt cazuri in care numarul de variabile necesar se va afla la runtime si sa zicem ca va fi n. Atunci vom tine acele date tot intr-un vector, pe care il vom aloca la runtime cand vom afla cat este n.

int \* v = NULL;

…..

//aflam cumva cat este n

v = (int \*)malloc(n\*sizeof(int));

Bun, ce se intampla in cazul in care si n variaza – de exemplu avem o companie in care trebuie sa tinem minte varsa angajatilor. Initial sunt 500, compania creste, ajung 700 si asa mai departe. Abordarea anterioara nu mai este suficienta. O varianta ar fi ca de fiecare data cand ajungem la limita maxima a vectorului alocat sa il realocam dublu si in partea inferioara sa copiem vectorul precedent. Acest lucru s-ar putea dovedi inefficient din doua motive – ar exista timpi destul de mari in cazul operatiilor care ar duce la dublarea vectorului si de asemenea daca am avea sa zicem 1 milion de intrari si am dubla vectorul si apoi am folosi doar 10 000 restul de 990 000 de intrari ar fi nefolosite si memoria respective ar fi folosita ineficienta.

In astfel de situatii o alta abordare e cea de structuri inlantuite(liste, cozi, stive).

typedef struct \_list

{

\_list \*next;

int info;

}list;

Ori de cate ori vom avea nevoie de un element nou il vom aloca si il vom adauga la sfarsitul listei. Se observa ca fata de structura de vector, structura de lista aduce un overhead de memorie de un pointer suplimentar care pointeaza catre elementul urmator din inlantuire. De asemenea memoria nu e contigua, cee ace in cazul vectorului este si reprezinta un plus pentru ca in cazul accesarilor foarte dese foarte probabil elementele fiind in aceleasi pagini de memorie vor fi obtinute mult mai rapid.

Sa analizam cateva operatii care se pot face cu vectori si lista:

* inserare
* cautare
* stergere

Exemple se gasesc in Curs 1\Exemple.

Putem observa asa:

Inserarea

* in cazul inserarii in cazul in care stim vecinul unde vrem sa facem insertia in lista insertia se face in O(1) in vector in O(n) pentru ca e necesara si copierea elementelor care ar urma dupa acel element
* daca inserarea implica si cautarea vecinului din lista unde sa se faca inserarea atunci si inserarea in lista costa O(n)

Cautarea:

* cautarea unui element atat in vector cat si in lista se face in O(n) – atata vreme cat vectorul nu e sortat.

Stergerea

* stergerea unui element din vector va costa O(n), in timp ce stergerea unui element din lista va costa O(1) atata vreme cat stim vecinul de langa care dorim sa stergem sau in cazul in care lista e dublu inlantuita, altfel daca avem si cautarea elementului de sters si in cazul listei stergerea se va face in O(n).

O lista dublu inlantuita arata astfel:

typedef struct \_\_list

{

int elem;

\_\_list \*next;

\_\_list \*prev;

}list;

In Curs1\dublu\_linked\_list\_stergere e un exemplu care demonstreaza folosirea unei liste dublu inlantuite. Se observa avantajul de a putea sterge direct un element pentru ca avem vecinii si putem reface lagaturile in mod direct, dar se observa si dezavantajul ca pentru fiecare element o sa avem nevoie de doi pointeri suplimentari pentru vecini.

**Stive si cozi**

In exemplele de pana acum insertiile facute in liste au fost facute in coada listei. Stiva, o forma de lista are managementul insertiilor si extragerilor din lista un pic diferit. In cazul stivei insertia se face in fata si scoaterea se face tot din fata.

Exemplu – daca avem de inserat elementele 1,2,3 si apoi sa le scoatem vom avea asa:

Insert 1

Insert 2

Insert 3

Pop – va scoate 3

Pop – va scoate 2

Pop – va scoate 1

O prima aplicatie a unei stive poate fi observata din acest exemplu – introducerea unui sir intr-o stiva si scoaterea lui va produce inversarea sirului.

Acest lucru este demonstrat in:

Curs1\Stiva-inserarea

Acelasi exemplu este demonstrate si in

Curs1\Stiva-inserarea-std

Unde exemplu cu stiva este implementat cu o stiva gata implementata din biblioteca std.

Un al 3-lea exemplu pe tema asta este dat in :

Curs1\Stiva-inserarea-stiva-apel

Unde e efectiv folosita stiva apelurilor de functii.

Cozile sunt un element pe care il intalnim si in viata de zi cu zi – daca ne inchipuim de exemplu modul in care sunt procesate comenzile de la amazon sau sunt preluate apelurile telefonice de la o linie de suport client. Un exemplu strict legat de software ar fi un server – in care avem un thread principal care accepta conexiuni si mai multe threaduri worker care preiau acele conexiuni noi.

Exemple de coada:

Curs1\Coada

Curs1\Coada-std

**Arbori**

Sa ne uitam din nou pe operatiile si timpii de raspuns pentru operatiile cu liste si vectori:

* cautarea – in cazul vectorului si a listei se face in O(n)
* inserarea – in cazul listei se face in O(1), iar in cazul vectorului in O(1) daca e sufficient de mare, daca nu in O(n), pentru ca implica realocarea si repozitionarea vectorului
* stergerea – in cazul vectorului si al listei se face in O(n). In cazul listei daca stim elementul se face in O(1), daca nu il stim, se face in O(n).

Exista vreo structura care sa aibe implementarea acestor operatii mai eficient ? Raspunsul este aproape da. Este vorba de arborii binari. Timpii operatiilor respective sunt:

* cautarea – O(lg n);
* inserarea – O(lg n);
* stergerea – O(lg n);

Observam ca doar inserarea este mai putin eficienta, dar restul operatiilor sunt mai eficiente. Un arbore e o structura inlantuita de date care are legatura catre parinte si legaturi catre unul sau mai multi copii. Arborele binar are maxim 2 copii.

Un arbore binar are urmatoarea proprietate – daca sunt in nodul y, atunci orice copil aflat la stanga nodului y va avea informatia stocata mai mica decat valoarea informatiei stocate in y si de asemenea orice copil aflat la dreapta nodului y va avea informatia stocata mai mare decat valoarea informatiei stocate in y.

**Cautarea.**

Pentru a gasi un element cu valoarea val in arbore se procedeaza astfel:

1. Nod\_curent = root
2. Daca nod\_curent->info == val atunci return nod\_curent
3. Altfel:
   1. Daca nod\_curent->info < val
      1. Nod\_curent = nod\_curent->left
   2. Altfel:
      1. Nod\_curent = nod\_curent->right
4. Daca nod\_curent == NULL return NULL
5. Altfel inapoi la pasul 2

Se observa ca timpul de cautare e egal in cel mai rau caz cu inaltimea maxima a arborelui. Daca arborele este unul echilibrat, atunci inaltimea va fi logn, daca nu e echilibrat in cazul cel mai rau o sa ajunga la n.

**Inserarea.**

Orice element nou se va insera ca si frrunza in arbore. Procesul de insertie este descris astfel :

1. New\_elem->left = NULL
2. New\_elem->right = NULL;
3. New\_elem->parent = NULL
4. New\_elem->info = info.
5. Curent\_nod = root;
6. Y = NULL;
7. Atata vreme cat curent\_nod nu e NULL
   1. Y = current\_nod
   2. Daca info < x->info
      1. X = x->left
   3. Altfel
      1. X = x->right
8. Daca y->info > info
   1. Y->left = new\_elem
9. Altfel
   1. Y->right = new\_elem;
10. New\_elem->parent = Y;

Dupa cum se poate observa si inserarea are un timp maxim egal cu inaltimea maxima a arborelui. Daca arborele e echilibrat atunci timpul de insertie va fi O(logn).

**Stergerea**

Stergerea e o operatie mai complicata, pentru ca e necesar sa fie pastrata si structura arborelui in urma stergerii, adica orice element sa aiba in stanga sa elemente mai mici si in dreapa doar elemente mai mari.

Sunt mai multe cazuri in care se poate afla un nod.

1. Are cel putin un copil NULL
2. Are ambii copii not NULL.

Daca are cel putin un copil NULL atunci daca nu are nici un copil se sterge nodul direct si legatura parintelui va fi actualizata la NULL.

Daca are ambii copii not NULL, pentru a pastra structura de arbore binar va trebui sa gasim succesorul nodului ce se doreste sters pentru a inlocui nodul ce dorim sa fie sters. Astfel succesorul nodului de sters va avea in stanga, arborele stanga al nodului de sters si in dreapta va fi restul arborelui din dreapta al nodului de sters. Cum succesorul este mai mare ca nodul de sters tot ce e in stanga va fi mai mic decat el, iar cum succesorul este nodul imediat urmator ca si valoare nodului de sters tot ceea ce ramane in dreapta urmeaza sa fie mai mare decat succesorul, astfel ca proprietatea de arbore binar se pastreaza.

Succesorul unui nod se obtine destul de simplu. Sa notam cu x nodul al carui successor dorim sa il calculam – succesorul lui x, daca exista unul clar trebuie sa fie in partea dreapta pentru ca trebuie sa fie elementul imediat urmator ca valoare fata de nodul x.

Astfel succesorul nodului x trebuie sa fie minimul din arborele dreapta al lui x. Minimul dintr-un arbore il putem obtine mergand in stanga pana cand nu mai exista copii in stanga.

Implementarea succesorului unui nod si implementarea minimului dintr-un arbore sunt demonstrate in

Curs1\Exemple\tree\

O data ce am gasit succesorul avem urmatoarele cazuri, succesorul e copilul imediat din dreapta, si cum pentru a fi successor trebuie sa nu mai aiba copil in stanga (altfel acela ar fi succesorul) si atunci putem sterge nodul dorit si sa il inlocuim cu succesorul sau, astfel succesorul va avea in stanga copilul din stanga al nodului de sters si in dreapta copilul sau din dreapta.

In cazul in care succesorul nu e copilul imediat din dreapta:

![http://upload.wikimedia.org/wikipedia/commons/thumb/d/da/Binary_search_tree.svg/300px-Binary_search_tree.svg.png](data:image/png;base64,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)

(imagine luata de pe wikipedia <http://en.wikipedia.org/wiki/Binary_search_tree#/media/File:Binary_search_tree.svg>)

Sa zicem ca vrem sa stergem nodul 3, succesorul sau este 4, vom interschimba nodul 4, astfel ca parintele sau sa devina copilul sau in dreapta, in timp ce copilul sau in stanga va fi NULL. Daca nodul 4 ar fi avut un copil in dreapta, atunci acesta lua locul lui 4, iar 4 urma sa aiba ca si copil dreapta pe 6, in timp ce ca si copil stanga urma sa aiba arborele din stanga nodul de sters, 3.

Implementarea poate fi gasita in:

Curs 1\Exemple\Tree

**Heapuri**

O alta structura de date importanta este structura de heap. Sa consideram un vector pe care sa il privim ca un arbore astfel:

Elementul i din vector are ca si copii pe 2\*i si 2\*i+1 (in cazul vectorilor de la 0 vorbim de 2\*i+1 si 2\*i+2). Notam pentru simplitate cu left valoarea pozitiei copilului stanga si cu right valoarea pozitiei copilului dreapta. Daca avem i atunci parintele lui i va fi i/2 in cazul vectorilor de la 1, si i/2 -1 in cazul vectorilor de la 0. Pentru simplitate notam cu parent(i).

Proprietatea de heap este proprietatea:

Pentru orice i de la primul element si pana la ultimul element din vector avem:

A[parent(i)] > A[i].

Daca presupunem ca avem un vector care satisface proprietatea de heap pentru toate elementele mai putin cel de la pozitia pos, pentru a face acel vector sa satisfaca pentru toate elementele proprietatea de heap vom folosi algoritmul – pentru simplitate vom presupune vectori care incep de la pozitia 1:

Do\_heap\_position vector, size\_vector, pos

l = left(pos);

r = right(pos);

Daca l < size\_vector si vector[l] > vector[pos]

Atunci max = l

Altfel

max = pos;

Daca r < size\_vector si vector[r] > vector[max]

Atunci max = r

Daca max <> pos

Schimba vector[max] cu vector[pos]

Do\_heap\_position vector, size\_vector, max

Astfel daca nu este satisfacuta proprietatea de heap pentru pozitia pos, alegem cel mai mare element dintre pos si cei doi copii si il punem pe pozitia pos, continuand recursive algoritmul pentru elementul interschimbat cu pos pentru ca acesta s-ar putea sa nu satisfaca proprietatea de heap.

Daca avem un vector aleator pentru a-l transforma intr-un vector cu proprietatea de heap vom folosi un algoritm bottom-up. Daca incepem de la coada vectorului, acolo unde sunt frunzele putem considera ca fiecare frunza are proprietatea de heap pentru ca nu are copii, astfel ca ne vom duce mai sus in arbore si pentru fiecare element din arbore care are copii vom apela functia do\_heap\_position descrisa mai sus. O data adus vectorul in proprietatea de heap putem sa il sortam foarte usor astfel:

Elementul din pozitia 1 a vectorului va fi cel mai mare pentru ca va fi varful arborelui si toti copiii sai vor fi mai mici decat el. Astfel interschimband elementele 1 cu n pe pozitia n vom avea elementul cel mai mare. Vectorul de n-1 elemente ramas va pastra proprietatea de heap, mai putin pe pozitia 1, unde tocmai a fost pus elementul de pe pozitia n. Astfel, vom apela functia do\_heap\_position pentru pozitia 1, cu vectorul considerat micsoat la n-1 elemente. Reluam acesti pasi pana ajungem cu vectorul de 1 element, in timp ce pe pozitiile n, n-1, … 2 tocmai am pus elementele cele mai mari la fiecare pas, obtinand un vector sortat.

Timpul necesar pentru construirea proprietatii de heap este de (n/2)\*logn. Extragerea celui mai mare element se face in O(1). Ordonarea vectorului aflat in proprietatea de heap se face prin extragerea succesiva a celui mai mare element din vectorul initial, apoi micsorat fara cel mai mare element si asa mai departe, necesitand n extrageri si dupa fiecare extragere necesitand refacerea proprietatii de heap , fapt ce inseamna n extrageri \* logn –timpul necesar refacerii proprietatii de heap. Putem deci concluziona ca timpul necesar sortarii vectorului folosind metoda heapsort este de O(nlogn).

A se vedea Exemple\Heap.

**Hashmapuri**

Hashmapurile sunt o combinatie intre vectori si liste. Putem privi un hashmap ca un cap de tabel care contine capete de liste. Modul in care sunt tinute elementele intr-un hashmap